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System Model and System Identification
In many branches of science and engineering, a dynamic system model is referred to as a

mathematical equation that describes the behavior of the dynamic system. Nearly every dynamic
system we can think of can be described by a mathematical model. Some examples include the
tuning of radio antennas, the exchange of oxygen and carbon dioxide occurring between capillary
blood vessels and alveoli in a lung, a machine vision system used in autonomous vehicles, the
structure of Golden Gate bridge, and control systems in nuclear plants.

System identification is the process of identifying a mathematical model that represents the
dynamic behavior of a given system. Accurate knowledge of the mathematical model of a system
is crucial in the analysis of a system as it gives the ability to digitally simulate the system behavior.
Without spending an inordinate amount of effort and time in building physical systems, we can
learn from the simulation how different parameters in the design of the system affect the behavior
of the system, and test critical situations.

For this reason, the theory of system identification has been developed alongside control theory
[1], and widely used in the field as an important toolbox of algorithms and methods. Additionally,
the parameters determined by system identification, along with an appropriate understanding of
the fundamental physics, can be interpreted or used to calibrate the physical properties of a
system. This has extended the application of system identification to improve advanced sensor
technology in many fields such as biomechanics [2,3,4], optics [5,6] and electrochemistry [7,8].

System Identification Techniques
During the process of system identification, a known (or observed) input is applied to the

system in question, while the output signal is measured. Then, different mathematical techniques are
used to extract the information about the system buried inside the output signal. For example, when
the system identification is conducted on the suspension system of a car to analyze its mechanical
properties, an oscillating force with a known frequency and amplitude can be given to the system as an
input, and the response (e.g. displacement or acceleration) is measured as an output. By collecting
experimental data at different frequencies and plotting the magnitude ratio and phase difference
between output and input we can construct a so-called frequency response of the suspension system,
which is one type of dynamic model. This mathematical model can now be used to predict the behavior
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of the suspension system, such as how much vertical movement the car will experience as it runs over
a speed bump.

The mathematical techniques best suited for a system depend on whether the system behaves linearly
or nonlinearly, and whether an a priori model used in the system identification process is parametric (a
model represented by the fixed number of parameters) or nonparametric (a model represented by
continuous data, such as impulse response). Broad knowledge has been developed within each
category of the techniques since the 1970s [9]. The rapid progress of machine learning algorithms is
further expanding the scope and applications of system identification.

Muscle System Identification
The mechanical properties of muscles is an important indicator in muscle pathology as well as

physical training. Studies have shown that the change of muscle stiffness is strongly related to physical
injuries [10], and other muscle properties can also be used to assess some diseases such as
Parkinson's [11] and Hoffman's syndrome [12]. Also, aside from the scientific evidence, most people have
learned from their own experiences that aching sensations and pain can be caused by swollen, tense,
or bumpy parts of their muscles (i.e. knots). For example, after intense running one can readily feel the
difference in the stiffness of calf muscles by massaging them.

The common methods of measuring muscle properties include electromyography (EMG) [13],
mechanomyography (MMG) [14, 15] and ultrasound using piezoelectric transducers [16]. These methods
have been widely used in many biomechanical studies to broaden our understanding of muscle
mechanics and its importance to our body. However, such methods typically require complicated data
acquisition devices or can only produce meaningful results under research conditions where a number
of parameters are tightly controlled. As a result we have rarely heard of “muscle-property-meter” in our
daily life as opposed to a thermometer.

Impact Biosystems provides a solution that can bring muscle measurement to our everyday routine
using system identification. Unlike most of other measurement techniques which only measures
passive signal coming from the muscle (e.g. EMG and ultrasound), our device mechanically perturbs the
muscle over time using a probe with carefully designed force input such that the measured output
response (i.e. displacement and acceleration) contains meaningful information about the mechanical
properties of the muscle. Although the analysis involves algorithms that rely on complicated
mathematics, the actuator and sensor in the device are simple enough to be cost effective.

Experimental Results
Our preliminary experiments show that the device can tell clear differences in mechanical

properties of bicep muscles after it experiences intense bicep curl exercises (see Figure 1-3). In this
experiment, the measured response from the device was analyzed with nonparametric (Figure 1) and
parametric (Figure 2 and 3) linear system identification to detect the change in the system model of
bicep muscle represented by nonparametric step response (NP-STP) and system parameters (A1, A2,
B1, B2, C1, and C2), respectively.

The change in the shape of NP-STP and the value of the parameters indicate that mechanical
properties of the bicep changed due to exercises. In fact, all participating subjects also clearly felt such
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a change in their muscle as they experienced pain and biceps were swollen. However, the significance
of the system identification result is that the change can now be quantitatively expressed. This
information can provide useful feedback to the device user as it allows them to objectively self
diagnose their muscle during the exercise (see Figure 3). Our team is expanding the measurement
technique and knowledge on mechanical properties of the muscle using various other mathematical
techniques for systems identification (e.g. nonlinear and parametric system identification) with the help
of machine learning to improve the accuracy and quality of the analysis.

Figure 1. Estimated step responses (n=5) of the bicep of 4 subjects measured before (blue) and after
(red) intense bicep curls using nonparametric linear system identification.
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Figure 2. Estimated parameters (n=5) of the bicep of 4 subjects measured before (blue) and after (red)
intense bicep curls using parametric linear system identification.

Figure 3. Estimated parameters (n=5) of the bicep of one subject measured after each set of bicep
curls using parametric linear system identification.
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